We present theoretical transmission spectra of a strongly driven, damped, flux qubit coupled to a dissipative resonator in the ultrastrong coupling regime. Such a qubit-oscillator system, described within a dissipative Rabi model, constitutes the building block of superconducting circuit QED platforms. The addition of a strong drive allows one to characterize the system properties and study novel phenomena, leading to a better understanding and control of the qubit-oscillator system. In this work, the calculated transmission of a weak probe field quantifies the response of the qubit, in frequency domain, under the influence of the quantized resonator and of the strong microwave drive. We find distinctive features of the entangled driven qubit-resonator spectrum, namely resonant features and avoided crossings, modified by the presence of the dissipative environment. The magnitude, positions, and broadening of these features are determined by the interplay among qubit-oscillator detuning, the strength of their coupling, the driving amplitude, and the interaction with the heat bath. This work establishes the theoretical basis for future experiments in the driven ultrastrong coupling regime.

I. INTRODUCTION

Current developments in circuit quantum electrodynamics (QED) are establishing superconducting devices as leading platforms for quantum information and simulations [1–5]. In particular, quantum optics experiments with qubit coupled to superconducting resonators are now performed in (and beyond) the so-called ultrastrong coupling (USC) regime, with the qubit-resonator coupling reaching the same order of magnitude of the qubit splitting and resonator frequency [6–16]. The strong entanglement between light and matter in the USC regime car-
ries potential for designing novel quantum hybrid states and for achieving ultrafast information transfer [17].

In circuit QED platforms, the qubits are essentially based on superconducting loops interrupted by Josephson junctions, the nonlinear elements that provide the anharmonicity required to single-out the two lowest energy states [18]. In the flux configuration [19], the qubit states are superpositions of clockwise and anti-clockwise circulating supercurrents, corresponding to the two lowest energy eigenstates of a double-well potential seen by the flux coordinate. The double-well can be biased by applying an external magnetic flux and transitions between states in this qubit basis, where the states are localized in the wells, occur via tunneling through the potential barrier of the potential.

The standard theoretical tool to account for the coupling of superconducting qubits to their electromagnetic or phononic environments is provided by the spin-boson model, consisting of a quantum two-level system interacting with a heat bath of harmonic oscillators [20, 21]. This model has been the subject of extensive studies as an archetype of dissipation in quantum mechanics, and the different coupling regimes of spin-boson systems and the associated dynamical behaviors have been theoretically explored by using a variety of approaches [21, 22]. Only recently though, progress in the design of superconducting circuits has opened the possibility to attain experimental control on the strong qubit-environment coupling regime [23–28].

In circuit QED, an appropriate description for qubit-resonator systems is provided by the Rabi Hamiltonian, whose interaction part is featured by terms known as rotating and counter-rotating terms. In this context, USC refers to an interaction regime where the rotating wave approximation, that allows for a description in terms of the Jaynes-Cummings Hamiltonian, appropriate for atom-cavity systems, fails, as the counter-rotating terms cannot be neglected [15, 16]. A refined classification of the different regimes of the Rabi model is provided in [29]. The USC regime of circuit QED is still the subject of much theoretical work, see for example [10, 11, 30–33]. However, the intricacies of the driven Rabi problem in the USC regime [34] have been largely unexplored so far. Experiments on strongly driven qubits have demonstrated the possibility to control properties of engineered quantum two-level systems by intense light [25, 35, 36]. E.g. complex Landau-Zener patterns of avoided crossings could be controlled by tuning the driving
amplitude, in agreement with theoretical expectations [5, 37–39]. In recent works, spectroscopical signatures of drive-induced new symmetries [40] and nonadiabatic effects [41] in quantum systems have been addressed.

Experimentally, transmission spectroscopy has been shown to be a powerful tool to characterize the complex spectrum of the Rabi problem [9, 13, 14, 42]. Usually, the probe couples to the resonator, from which properties of the qubit can be inferred. As shown in this work, also a probe coupled to the qubit can provide precious information.

In this manuscript we consider a dissipative flux qubit ultrastrongly coupled to a superconducting resonator, modeled as a harmonic oscillator, which in turn interacts with a bosonic heat bath. The qubit is probed by a weak incoming field whose transmitted part provides information on the dynamics under the influence of the resonator and its environment, as demonstrated in a variety of experiments [43–47]. In addition, the qubit is subject to an intense microwave field, the drive. The setup considered describes quantum optics experiments in circuit QED but also the coupling of a qubit to a detector [48–50], and the qubit-bath coupling mediated by a waveguide resonator in a heat transport platform in the quantum regime [51]. Alternatives to the spectroscopy of the qubit to investigate USC systems exist. For example, spectroscopy of ancillary qubits has been proposed in [52] to probe the ground states of ultrastrongly-coupled systems. Moreover, methods alternative to the analysis of the transmission spectra have been recently devised to probe the USC regime [53, 54].

Weak dissipation affecting a USC system as a whole has been addressed via a master equation approach in [8, 55]. Since our USC system is probed through the qubit, here we conveniently map the dissipative Rabi model which describes our setup to an effective spin-boson model where the spin interacts directly with a bosonic bath characterized by an effective spectral density. The latter function is peaked at the oscillator frequency [56], and thus describes a so-called structured environment. Using the same approach as the one developed in [25, 57] to analyze the measured transmission of a probe field in the presence of an Ohmic environment and of a pump drive, here we calculate the transmission spectra of the qubit, considering different qubit-resonator detuning and coupling strengths, as well as driving amplitudes. Specifically, the qubit’s response function is evaluated within the so called non-interacting blip approximation (NIBA), which
allows one to treat dissipation (and hence the effects of the resonator) as well as the strong drive in a non-perturbative way [37]. In absence of the drive, our results for the transmission spectra show clear signatures of the entanglement between qubit and resonator in the form of avoided crossings, whose amplitude depends on the qubit-resonator coupling strength. When the drive is added, the avoided crossings further reveal the interplay between the resonator photons and the driving field.

The paper is structured as follows. In Section II the driven and dissipative Rabi model and its mapping to an effective, driven spin boson model is discussed. In Sec. III spectral properties of the non-dissipative Rabi model in the USC regime are analyzed, while a formal expression for the transmission is shortly reported in Sec. IV. Numerical results are shown in Sec. V, and interpreted on the basis of the analytical results of Sec. III. Finally, conclusions are drawn in Sec. VI.

II. THE DRIVEN, DISSIPATIVE RABI MODEL

For a realistic description of experiments with USC systems, the inclusion of decoherence and dissipative effects induced by the electromagnetic environment or by other sources is unavoidable. Previous work used a modified master equation to include the effect of dissipation in the perturbative USC regime [8, 58, 59]. In the following, we consider a driven, dissipative flux qubit coupled to a resonator which is in turn subject to dissipation. Specifically, qubit and resonator interact with two independent Ohmic heat baths, denoted by 1 and r, respectively. The qubit is characterized by the tunneling matrix element $\Delta$, while the resonator is modeled as a harmonic oscillator of frequency $\Omega$. These two systems are coupled with an interaction strength quantified by the frequency $g$. If $g$ is of the order of $\Delta$ and $\Omega$ the system is in the ultrastrong coupling regime. The full Hamiltonian of this driven, dissipative Rabi model, which
is sketched in Fig. 1(a), is

\[
H(t) = -\hbar \frac{1}{2} [\Delta \sigma_x + \epsilon(t) \sigma_z] + \hbar \Omega B^\dagger B - \hbar \sigma_z g(B^\dagger + B) + \sum_{k=1}^{N_1} \hbar \omega_{1k} b_{1k}^\dagger b_{1k} - \hbar \frac{1}{2} \sigma_z \sum_{k=1}^{N_1} \lambda_{1k} (b_{1k}^\dagger + b_{1k}) \\
+ \sum_{k=1}^{N_r} \hbar \omega_{rk} b_{rk}^\dagger b_{rk} - \hbar (B^\dagger + B) \sum_{k=1}^{N_r} \lambda_{rk} (b_{rk}^\dagger + b_{rk}) + \hbar (B^\dagger + B)^2 \sum_{k=1}^{N_r} \frac{\lambda_{2rk}^2}{\omega_{rk}},
\]

(1)

see Appendix A, where the qubit operators \(\sigma_z = |\downarrow\rangle \langle \downarrow| - |\uparrow\rangle \langle \uparrow|\) and \(\sigma_x = |\downarrow\rangle \langle \uparrow| + |\uparrow\rangle \langle \downarrow|\) are expressed in the so-called qubit basis of localized right- and left-well states \(|\downarrow\rangle, |\uparrow\rangle\). The qubit is driven by the time-dependent bias

\[
\epsilon(t) = \epsilon_0 + \epsilon_p \cos(\omega_p t) + \epsilon_d \cos(\omega_d t),
\]

(2)

which is the sum of a static part \(\epsilon_0\), a weak probe \((p)\), and a drive \((d)\), with arbitrary amplitude, which we will assume to be of high frequency, see Fig. 1(c).

The bosonic creation and annihilation operators \(B^\dagger, b_{1/1k}^\dagger\) and \(B, b_{1/k}\) create and destroy an excitation in the resonator and in the \(k\)-th harmonic oscillator of the qubit/resonator bath, respectively. The angular frequencies \(\lambda_{1/1k}\) correspond to the coupling strengths with the individual modes of the baths. Note that, by removing the resonator and its bath from the full Hamiltonian (1), we are left with the standard spin-boson Hamiltonian [20]. On the other hand, removing the baths coupled to qubit and resonator, the standard Rabi Hamiltonian is recovered.

Each bath is fully characterized by the spectral density function

\[
G(\omega) = \sum_k \lambda_{rk}^2 \delta(\omega - \omega_k).
\]

(3)

In the continuum limit, we assume an Ohmic spectral density with exponential cutoff for the qubit, i.e. \(G_1(\omega) = 2\alpha_1 \omega e^{-\omega/\omega_c}\), with \(\omega_c\) a high-frequency cutoff, and a strictly Ohmic spectral density \(G_r(\omega) = \kappa \omega\) for the resonator. The dimensionless dissipation strengths are related to the friction coefficient in the Caldeira-Leggett model [21, 60, 61], see Appendix A.

Figure 1(d) shows a schematic of the implementation of the driven, dissipative Rabi model using a superconducting circuit. A 3-junction flux qubit is galvanically attached to an LC resonator in order to attain ultrastrong coupling strengths, while keeping the interaction linear. In addition, two superconducting waveguides couple to the qubit and resonator, in order to
Fig. 1. Model and experimental design of the driven dissipative Rabi model. (a) The dissipative Rabi model is realized by coupling a flux qubit to an Ohmic heat bath, denoted with 1, and to a resonator, which is in turn coupled to an Ohmic environment, denoted with r. (b) The model is mapped into a two-bath spin-boson model, where the qubit is coupled to two heat baths. The first is the original bath 1 while the second, denoted by 2, is a structured effective bath. (c) Detail of the two-tone spectroscopy protocol where the transmission line is used to probe the driven qubit, the drive being applied via the transmission line as well. (d) Simplified circuit implementation of the USC system displaying the qubit (large loop interrupted by three Josephson junctions) and the LC resonator (smaller loop). The qubit and resonator are galvanically connected to enhance the coupling strength into the USC regime. The qubit/resonator probing lines correspond to their respective ohmic environments.

define their own respective ohmic baths. The coupling to the baths determines the decay rate of each system, with an additional loss channel due to intrinsic microscopic noise present in the neighborhood of the circuit. In order to experimentally implement the system proposed in this work, coupling strengths in the range $g/\Omega = 0.3 - 0.5$ are most suitable. Coupling strengths $g/\Omega > 1$ have already been achieved in qubit-resonator systems employing shared Josephson junctions as couplers [13]. While providing the desired coupling strength, the junctions also contain a nonlinearity that may introduce modifications to the standard Rabi model. Using linear inductors it is also possible to attain ultrastrong couplings [12]. Thin film aluminum would
require a shared wire of significant length due to its low kinetic inductance. An alternative is to employ superinductance material compatible with aluminum such as granular aluminum [62, 63]. This material behaves as a linear inductor up to very large currents with inductances $0.1 - 1 \text{ nH per unit area}$ and is therefore very suitable as an ultrastrong qubit-resonator coupler.

In our coupling regimes of interest, we can estimate the necessary parameters using $g/\Omega = L_c I_p [(2\Omega(L_c + L_r))/\hbar]^{-1/2}$, which yields the desired range $0.3 - 0.5$, with qubit persistent current $I_p = 100 \text{ nA}$, shared coupling inductance $L_c = 0.4 \text{ nH}$, resonator inductance $L_r = 3.5 \text{ nH}$, and resonator frequency $\Omega/2\pi = 1 \text{ GHz}$.

The full Hamiltonian of the model, Eq. (1), can be mapped to that of the two-bath spin-boson model depicted in Fig. 1(b) which reads

$$H_{SB}(t) = -\frac{\hbar}{2} [\Delta\sigma_x + \epsilon(t)\sigma_z] - \frac{\hbar}{2} \sigma_z \sum_{\nu k} \lambda_{\nu k} (a_{\nu k}^+ + a_{\nu k}) + \sum_{\nu k} \hbar \omega_{\nu k} a_{\nu k}^+ a_{\nu k} .$$

(4)

In this effective Hamiltonian, the qubit is directly coupled to two bosonic baths indexed with $\nu = 1, 2$: the bath 1 is the same Ohmic bath coupled to the qubit as in Eq. (1). The second, $\nu = 2$ is a new, effective bath whose spectral density, in the continuum limit, reads [49, 56, 64–66]

$$G_2(\omega) = \frac{2\alpha_2 \omega \Omega^4}{(\Omega^2 - \omega^2)^2 + (\gamma \omega)^2} .$$

(5)

This effective spectral density is structured, meaning that it displays a peak centered at the oscillator frequency $\Omega$ with width $\gamma = 2\pi\kappa\Omega$. The latter frequency is the memoryless damping kernel of the resonator’s Ohmic bath, see Appendix A. The corresponding effective coupling strength $\alpha_2$ is given by the dimensionless parameter $\alpha_2 = 8\kappa g^2/\Omega^2$. In the limit $\Omega \ll \Delta$ the qubit sees a bath with a low-frequency Ohmic behavior. By taking the limit $\kappa \to 0$ (i.e. disconnecting the Ohmic bath interacting with the resonator), we obtain $\lim_{\kappa \to 0} G_2(\omega) = 4g^2 \delta(\omega - \Omega)$, which consistently describes the bath $\nu = 2$ as comprising a single oscillator coupled to the qubit with strength $\lambda = 2g$. The resulting interaction term in Eq. (4) reproduces the qubit-resonator coupling term in Eq. (1). This problem displays high complexity due to the strong driving on the qubit, the ultrastrong coupling between qubit and resonator, as well as environmental effects on both qubit and oscillator. In order to gain physical insight, we first recall some features of the spectrum of the driven Rabi system in the absence of dissipation.
III. ANALYTICAL TREATMENT OF THE CLOSED RABI MODEL IN THE USC REGIME

A. Closed Rabi model in the USC regime

We start with the non-driven, non-dissipative Rabi model, whose spectrum has been discussed in various works by now, see e.g. [8, 10, 11, 67, 68]. Following the polaron approach, an approximate analytical expression for the spectrum of the Rabi model can be derived using Van Vleck perturbation theory in the qubit’s tunneling parameter \( \Delta \). The approximation is nonperturbative in the qubit-resonator coupling strength \( g \) and performs excellently [11] for negative detuning (\( \Omega > \Delta \)).

For \( \Delta = 0 \), the eigenstates of the system are composed of tensor products of displaced oscillator and qubit eigenstates. The exact spectrum is given by the combination of qubit and resonator energies

\[
E_{\pm,j} = \pm \frac{h}{2} \epsilon_0 + hj\Omega - \frac{g^2}{\Omega}, \quad j = 0, 1, 2, \ldots
\]

(6)

A finite tunneling \( \Delta \) mixes the eigenstates nontrivially. To find an approximate analytical solution, we notice that for static bias values \( \epsilon_0 = l\Omega \) one can identify two-fold degenerate subspaces in the complete Hilbert space of the problem: \( E_{+,j} = E_{-,j} \). A finite tunneling removes the degeneracy and induces coupling among the dressed states. Using Van Vleck perturbation theory to lowest order in the tunneling one finds the modified energies [11]

\[
E_{\pm,j}^{l} \simeq h \left[ \left( j + \frac{l}{2} \right) \Omega - \frac{g^2}{\Omega} + \frac{1}{8} \left( \epsilon_0^{(2),l} - \epsilon_0^{(2),l+1} \right) \mp \frac{1}{2} \Omega_j^{l} \right].
\]

(7)

For the level splitting in Eq. (7) it is found

\[
\Omega_j^{l} = \sqrt{\epsilon_0 - l\Omega + \frac{1}{4} \left( \epsilon_0^{(2),l} + \epsilon_0^{(2),l+1} \right)^2 + \left( \Delta_j^{l+|l|} \right)^2},
\]

(8)

where the so-called diagonal corrections are given by

\[
\epsilon_0^{(2),l} = \sum_{k=-j}^{\infty} \frac{\left( \Delta_j^{k+j} \right)^2}{\epsilon_0 \mp k\Omega}.
\]

(9)
The dressed tunneling elements depend on the numbers \( j \) and \( j' \) of oscillator quanta involved in the dressing and read

\[
\Delta'_{j} = \Delta \left[ \text{sgn}(j' - j) \right] |j' - j| D_{\min\{j,j'\}}^{j' - j}(\tilde{\alpha}),
\]

with

\[
D_{jk}(\tilde{\alpha}) = \tilde{\alpha}^{k/2} \sqrt{\frac{j!}{(j+k)!}} L_{j}^{k}(\tilde{\alpha}) e^{-\frac{\tilde{\alpha}}{2}},
\]

and \( \tilde{\alpha} = (2g/\Omega)^{2} \). Here, \( L_{j}^{k}(\tilde{\alpha}) \) are the generalized Laguerre polynomials defined by the recurrence relation

\[
L_{j+1}^{k}(\tilde{\alpha}) = \frac{(2j+1+k-\tilde{\alpha})L_{j}^{k}(\tilde{\alpha}) - (j+k)L_{j-1}^{k}(\tilde{\alpha})}{j+1},
\]

with \( L_{0}^{k}(\tilde{\alpha}) = 1 \) and \( L_{1}^{k}(\tilde{\alpha}) = 1 + k - \tilde{\alpha} \). For \( |\epsilon_{0}| < \Omega \) we fix \( l = 0 \).

For \( \Omega = \epsilon_{0} \), corresponding to \( l = 1 \), one finds for the avoided crossing involving the first and second excited state, \( \Delta_{0}^{1} = \Delta \sqrt{\tilde{\alpha}} e^{-\tilde{\alpha}/2} \). In the limit of small \( \tilde{\alpha} \), one can expand the dressed tunneling splittings in order to obtain the famous Rabi splitting of the Jaynes-Cummings model which, at resonance, assumes the value \( 2\hbar g \sqrt{j+1} \). Noticeably, in the high-photon limit, \( j, j' \rightarrow \infty \), and for finite \( j - j' \), this dressing by Laguerre polynomials becomes a dressing by Bessel functions known for quantum systems in intense electromagnetic fields \[37\]. The interplay between quantum and classical radiation is the topic of the next subsection.

### B. Driven Rabi model

We include now a drive on the qubit. The picture is enriched, with respect to the static case, by the presence of new resonances and by the modulation induced by the Bessel functions, which stems from the classical drive, on top of the Laguerre dressing given by the quantum oscillator, i.e. the resonator. The spectrum can now be calculated within a dressed Floquet picture, with quasi-energies known exactly for the case \( \Delta = 0 \). Similar to the static case, two-fold degeneracies now occur when \( \epsilon_{0} = l\Omega - m\omega_{d} \). Within leading order Floquet-Van Vleck perturbation theory
in $\Delta$, the quasi-energy spectrum of the driven, nondissipative Rabi model now reads
\[ E_{m,l}^{m,l} = \hbar \left[ -\left(n + \frac{m}{2}\right)\omega_d + \left(j + \frac{l}{2}\right)\Omega - \frac{g^2}{\Omega} + \frac{1}{8}(\epsilon_{\downarrow,n,j}^{(2),m,l} - \epsilon_{\uparrow,n+m,j+l}^{(2),m,l}) \mp \frac{1}{2}\epsilon_{n,j}^{m,l}\right]. \tag{13} \]
where the indexes $n$ and $j$ denote the Floquet mode and oscillator quantum number, respectively, while $m$ and $l$ give the resonance condition. The doublets’ amplitudes are now given by, cf. Eq. (8),
\[ \Omega_{n,j}^{m,l} \approx \sqrt{\left[\epsilon_0 + m\omega_d - l\Omega + \frac{1}{4}\left(\epsilon_{\downarrow,n,j}^{(2),m,l} + \epsilon_{\uparrow,n+m,j+l}^{(2),m,l}\right)^2 + \left(\Delta_{n,j}^{n+m,j+l}\right)^2\right]}, \tag{14} \]
where the diagonal corrections read
\[ \epsilon_{\downarrow,\uparrow,n,j}^{(2),m,l} = \sum_{p=-\infty}^{\infty} \sum_{\substack{k=-\infty \\text{to} \pm l \\text{except for } k \neq m, k \neq \pm l}} \left(\Delta_{n,j}^{n+p,j+k}\right)^2. \tag{15} \]
The tunneling elements are further dressed by Bessel functions as
\[ \Delta_{n,j}^{n',j'} = J_{n'-n}(\epsilon_d/\omega_d)\Delta_j^{j'}, \tag{16} \]
with $\Delta_j^{j'}$ defined in Eq. (10). Noticeably, the bare tunneling splitting is now dressed by both quanta of the resonator and of the driving microwave radiation.

At the symmetry point, $\epsilon_0 = 0$, the resonances still occur when $m\omega_d \simeq l\Omega$. For example, in the case $m = 1$, $l = 2$, one finds avoided crossings with tunneling splitting $\Delta_{n,j}^{n+1,j+2} = J_1(\epsilon_d/\omega_d)\Delta_j^{j+2}$. As we shall see in the Sec. V, these resonances dominate the low-energy transmission of the driven Rabi model for the chosen parameter set. Before this, we illustrate in the coming section how to relate the qubit transmission spectra, namely the spectral properties of the Rabi model as probed in the experimental setup, see Fig. 1(c)-(d), to the steady-state response of the qubit.

IV. TRANSMISSION

In actual experiments, see Fig. 1(c), the probe field $V_{\text{in}}^P(t) = f_Z\epsilon_p \cos(\omega_pt)$ is applied to the qubit via an external transmission line. Following [25, 69], the corresponding transmitted field is

\footnote{We keep the same convention for the indexes as in [11].}
$V_{\text{transm}}(t) = V_{\text{in}}^p(t) - f \dot{P}(t)/2$, where $P(t) := \langle \sigma_z(t) \rangle$ is the so-called qubit population difference in the localized qubit basis. The proportionality constants $f_Z$ and $f$ depend on the details of the experimental setup and have dimensions of a magnetic flux. In terms of the Fourier-transformed probe and transmitted fields calculated at the probe frequency, the transmission is defined as the square modulus of the complex coefficient

$$T(\omega_p) = \tilde{V}_{\text{transm}}(\omega_p)/\tilde{V}_{\text{in}}^p(\omega_p). \quad (17)$$

At the steady state, the population difference has the period of the probe, also in the presence of a high-frequency drive, provided that we average over its period $2\pi/\omega_d$ the kernels of the generalized master equation (GME) for $P(t)$, see Appendix B. Expanding in Fourier series the time-periodic asymptotic population difference $P_{\text{as}}(t) = \lim_{t \to \infty} P(t)$ as

$$\dot{P}_{\text{as}}(t) = \sum_m -im\omega_p p_m e^{-im\omega_p t}, \quad (18)$$

where

$$p_m = \frac{\omega_p}{2\pi} \int_{-\pi/\omega_p}^{\pi/\omega_p} dt P_{\text{as}}(t) e^{im\omega_p t}, \quad (19)$$

we find for the transmission at the probe frequency $\omega_p$, within linear response to the probe field,

$$T(\omega_p) = 1 + iN\hbar\omega_p \chi(\omega_p), \quad (20)$$

where $N = f/f_Z$ and $\chi(\omega_p) = p_1/h\epsilon_p$. Within the non-interacting blip approximation (NIBA) [20, 21, 70], the GME that describes the driven, dissipative qubit dynamics, yields an analytical expression for the linear susceptibility $\chi(\omega_p)$, see Appendix C, which is nonperturbative in the qubit-baths coupling. It reads

$$\chi(\omega_p) = \frac{(\hbar\omega_p)^{-1}}{-i\omega_p + \hat{k}_0^\dagger (-i\omega_p)} \left[ \hat{k}_{-1}^+(0) - i\hat{k}_{-1}^-(0) \hat{k}_0^\dagger (0) \right], \quad (21)$$

where the GME kernels are defined as

$$\hat{k}_0^\pm (\lambda) = \Delta^2 \int_0^\infty d\tau e^{-\lambda\tau} e^{-Q'(\tau)} e^{\pm \frac{Q''(\tau)}{2}} J_0 \left[ \frac{2\epsilon_d}{\omega_d} \sin \left( \frac{\omega_d \tau}{2} \right) \right] c^\pm(\epsilon_0 \tau),$$

$$\hat{k}_1^\pm (0) = \mp \Delta^2 \int_0^\infty d\tau e^{\pm i\omega_d \tau/2} e^{-Q'(\tau)} e^{\pm \frac{Q''(\tau)}{2}} J_0 \left[ \frac{2\epsilon_d}{\omega_d} \sin \left( \frac{\omega_d \tau}{2} \right) \right] \sin(\omega_p \tau/2) c^\mp(\epsilon_0 \tau), \quad (22)$$

Note the different convention used for the signs with respect to Ref. [25].
with \( c^+(x) = \cos(x) \) and \( c^-(x) = \sin(x) \), see also \([25, 37, 57]\). Here, \( J_0(x) \) is the Bessel function of the first kind \([71]\), which stems from averaging the kernels over the drive period, see Appendix D.

The baths’ correlation function is the sum \( Q(t) = \sum_{\nu} Q_{\nu}(t) \), where

\[
Q_{\nu}(t) = \sum_{\nu} \int_{0}^{\infty} d\omega \frac{G_{\nu}(\omega)}{\omega^2} \left[ \coth \left( \frac{\hbar \omega \beta_{\nu}}{2} \right) (1 - \cos \omega t) + i \sin \omega t \right],
\]

with \( \beta_{\nu} := (k_B T_{\nu})^{-1} \) the inverse temperature of bath \( \nu \). Explicit expressions for \( Q_{\nu}(t) \) are provided in Appendix B. By inspection of Eqs. (20)-(22), we note that the transmission in linear response is independent of the probe amplitude \( \epsilon_p \).

Thus, the complex physics of the dissipative Rabi model is fully captured by the kernels in Eq. (22) together with the associated correlation functions, Eq. (23). Numerical results for the transmission and their interpretation, following from the above expressions, are the topic of the next section.

V. TRANSMISSION SPECTRA

In the following, we show the results for the transmission with the probe on the qubit, Eq. (20), both in the static case and in the presence of the drive on the qubit. In the latter setting, we fix the drive frequency to the value \( \omega_d = 2.7 \Delta \). In order to see how the picture of the static, dissipative Rabi model is impacted by a classical drive on the qubit, we start by showing in Fig. 2 the static case for two resonator frequencies, \( \Omega/\Delta = 1.2, 1.5 \). For both frequencies, we consider three values of the qubit-resonator coupling, namely \( g/\Delta = 0.2, 0.5 \) and 1, the latter two being well into the USC regime. The picture that emerges from the spectra is drastically different with respect to standard spectroscopy of USC systems, where the transmission is recorded by probing the resonator \([13]\). In our transmission measurement protocol, which essentially measures the qubit operator \( \sigma_z \), the transmission is given by the difference in populations of the states \(| \uparrow \rangle, | \downarrow \rangle \) of the qubit basis. As such, the resonator is traced out from the dynamical response of the system, its presence being reflected in the pattern of resonances involving qubit and resonator. Qualitatively, this leads to a spectrum resembling the one of the qubit alone, with a principal feature, a pronounced dip centered at \( \epsilon_0 = 0 \), which is faithfully reproduced by the transition frequency \( \tilde{\Omega}_0 \) that is renormalized by the
Fig. 2. Transmission spectra of the static system for two resonator frequencies: $\Omega = 1.2 \Delta$ (a) and $\Omega = 1.5 \Delta$ (b). For each panel, three values of the qubit-resonator coupling strength are considered. From left to right: $g/\Delta = 0.2, 0.5,$ and $1$. Other parameters are $\kappa = 0.005$, $\alpha_1 = 0.05$ and $\omega_c = 10 \Delta$. The temperature is $k_B T = 0.1 \hbar \Delta$ for both baths. The transmission is evaluated using Eq. (20) with $N$ chosen differently for each panel in order to have the minimum of the transmission around zero. The dashed lines are at $\omega_p = \pm \epsilon_0 + l \Omega$. By increasing the qubit-oscillator coupling $g$, the frequency of the principal dip at zero bias moves to smaller values. In contrast, the amplitude of the avoided crossings at finite bias is a non-monotonous function of $g$, in agreement with predictions of the Rabi model.

Ohmic bath acting on the qubit ($\nu = 1$). There are, however, two major modifications that are peculiar of the Rabi model. i) Emission and absorption of $l$ oscillator quanta produce sidebands of the main spectral features, departing from $\epsilon_0 = \pm l \Omega$. ii) Avoided crossings appear which signal the strong resonator-qubit entanglement, according to Eqs. (7) and (8).

For our analysis, we introduce the bath-renormalized transition frequencies

$$\tilde{\Omega}^l_{ij} = (\tilde{E}^l_{+j} - \tilde{E}^l_{-j})/\hbar,$$  \hspace{1cm} (24)
see Eqs (7)-(8), where $\tilde{E}_{\pm,j}$ are the eigenenergies [or quasienergies, with appropriate additional indexes, Eq. (13)] of the closed Rabi model calculated by substituting the bare qubit splitting $\Delta$ with its dissipation-renormalized version: $\Delta \to \Delta_T$, where $\Delta_T = \Delta_r (2\pi k_B T/h\Delta_r)^{\alpha_1}$ and $\Delta_r = \Delta(\Delta/\omega_c)^{[\alpha_1/(1-\alpha_1)]} [21]$.

Let us first focus on the undriven case in Fig. 2. In the absence of the resonator, the principal dip at zero static bias would occur at $\omega_p \sim \Delta$ for weak dissipation, with a downwards renormalization for increased system-bath coupling, see [25, Fig. 2]. In Fig. 2, the presence of the (dissipative) resonator introduces a crossing pattern and moves this principal feature towards lower frequencies upon increasing $g$, whereas the dissipation on the qubit is fixed in a weak-to-moderate regime. This effect can be understood in terms of the renormalization of $\Delta$ by Laguerre polynomials discussed in Sec. III A, see Eq. (10), which yields the spectrum of the Rabi model. Thus, now the main dip is centered at $\omega_p = \tilde{\Omega}_0^0|\epsilon_0=0| \simeq \Delta_T \exp(-\tilde{\alpha}/2)$, where $\tilde{\alpha} = (2g/\Omega)^2$. Here and in what follows, we neglect $\epsilon_{0,\downarrow/\uparrow}^{(2)\pm}$.

The crossing pattern within the region $|\epsilon_0| \leq \omega_p$ is well reproduced by the frequency gaps $\tilde{\Omega}_0^0$ and $\tilde{\Omega}_0^{\pm}$, see the left panel of Fig. 3 below. Note that the latter resonances are not present in the transmission outside the region $|\epsilon_0| \leq \omega_p$, as the weak probe is not able to induce a response in the qubit because its frequency cannot match the qubit frequency gap $\sqrt{\Delta^2 + \epsilon_0^2}$. The avoided crossings are dominated by the dressed tunneling element in Eq. (10), which shows a non-monotonic behavior with respect to $g$, at nonzero static bias. This is reflected, in all panels in Fig. 2, by the magnitude of the avoided crossings that occur between the dashed lines and the main spectral dip, which increases from $g = 0.2 \Delta$ to $g = 0.5 \Delta$, to shrink again upon further increasing the coupling to $g = \Delta$. E.g. the lowest avoided crossing follows the behavior of $\tilde{\Delta}_1 \simeq \Delta_T \sqrt{\tilde{\alpha}/2}(2 - \tilde{\alpha}) \exp(-\tilde{\alpha}/2)$, which peaks at around $g = 0.5 \Delta$.

A similar, though richer, picture is revealed by Fig. 3, where we consider the spectra in the presence of the drive, for three values of the drive amplitude $\epsilon_d$, the first being $\epsilon_d = 0$ for reference. While varying $\epsilon_d$, we fix the coupling to $g = 0.5 \Delta$. Here, additional renormalization of $\Delta$ with appropriate Bessel functions is expected, see Eqs. (14) and (16). For the main transmission dip, the zero order Bessel function is involved, and its location is found to be at

$$\omega_p = \tilde{\Omega}_{0,0}^{0,0}|\epsilon_0=0| \simeq |\Delta_T \exp(-\tilde{\alpha}/2)J_0(\epsilon_d/\omega_d)| ,$$

(25)
Fig. 3. Transmission spectra of the driven system for $\Omega = 1.5 \Delta$ and $g/\Delta = 0.5$. Three values of the drive amplitude are considered. From left to right: $\epsilon_d/\Delta = 0$, 2, and 4. Note that the panel on the left (static case) coincides with the central panel of Fig. 2(b) with the frequency gaps $\tilde{\Omega}_0^l$ given by Eq. (24). The drive frequency is fixed to the value $\omega_d/\Delta = 2.7$. Other parameters are as in Fig. 2. We note that increasing the driving strength has the two-fold effect of downward-renormalizing the frequency of the principal dip a zero bias, similarly to what happens as $g$ is increased in the static system (see Fig. 2), and of creating a pattern of multi-photon resonances described by $\tilde{\Omega}_0^{0,m}$ (dashed lines, Eqs. (14) and (24)). The golden dashed lines, $m \neq 0$, involve the drive frequency $\omega_d$

In the resulting set of spectra, the drive amplitude $\epsilon_d$ takes the role played by $g$ in the static case, in that $\epsilon_d$ tunes the frequency of the main transmission dip and the size of the avoided crossings. A detailed account of this effect for zero static bias is provided in Fig. 4(b). Additional features emerge in the driven case displayed in Fig. 3 which are due to multiple resonances of the bias with the drive frequency. These resonances yield replicas of the Rabi pattern, in the form of sidebands, reproduced by the transition frequencies $\tilde{\Omega}_0^{0,0}, \tilde{\Omega}_0^{0,\pm 1}, \tilde{\Omega}_0^{1,0}$, and $\tilde{\Omega}_0^{-1,-1}$, the last two involving the drive frequency $\omega_d$, see Eqs. (13) and (14). An interesting feature emerging by comparison of the central and the right panels of Fig. 3 is that, while the central pattern fades for increased drive amplitude, the side replicas are enhanced, as the strong drive is able to induce these multi-photon transitions (which are absent in the probe-only spectra). Mathematically, this is due to the fact that, depending on the bias, the dressed tunneling element is modulated by Bessel functions $J_n(x)$ with different index $n$. In the case of Fig. 3, the central pattern, $\epsilon_0 \sim 0$ is modulated by $J_0(\epsilon_d/\omega_d)$ and the side replicas by $J_1(\epsilon_d/\omega_d)$. 
Fig. 4. Bessel pattern from drive-induced renormalization of the resonances. (a) Transmission as a function of the static bias $\epsilon_0$ and of the drive amplitude $\epsilon_d$, with fixed $\omega_p/\Delta = 0.65$. (b) Transmission spectrum, as a function of the drive amplitude, for $\epsilon_0 = 0$. For both panels, the other parameters are as in Fig. 3. The solid and dashed curves in panel (b) are given by the renormalized transition frequencies $\tilde{\Omega}_{0,l}^{0,0}$, see Eqs. (14) and (24), where in the present unbiased case, $\tilde{\Omega}_{0,-1}^{0,0} = \tilde{\Omega}_{0,1}^{0,0}$. In the transition frequency $\tilde{\Omega}_{0,0}^{0,0}$ it is clearly visible the Bessel pattern induced by the function $J_0(\epsilon_d/\omega_d)$ due to the drive, see Eq. (25).

Such Bessel pattern is highlighted in Fig. 4. In panel (a), the qubit transmission in the driven case is shown as a function of the static bias and of the drive amplitude, displaying the “v”-shaped trace centered at zero bias. The modulation by $J_0(\epsilon_d/\omega_d)$ causes the suppression of the qubit response at zero bias when the first zero of $J_0$ is reached. The plot shows the system’s response at a specific probe frequency $\omega_p$. By setting the static bias to zero, we study in Fig. 4(b) the full spectrum vs. the drive amplitude. Such spectrum reveals that the renormalized transition frequency $\tilde{\Omega}_{0}^{0,0}$ follows the Bessel pattern induced by $J_0(\epsilon_d/\omega_d)$ as suggested by Eq. (16).

The same is true for both panels of Fig. 5, where we show the spectrum at zero static bias as a function of the qubit-resonator coupling strength, for $\epsilon_d = 0$ and $\epsilon_d = 4 \Delta$. In panel (a), the features in the transmission are reproduced by the transition frequencies in Eq. (8) with $\Delta \rightarrow \Delta_T$. Panel (b) of Fig. 5 shows that the condition $l = 0$ at zero bias, used for the spectrum of the static system, is no more generally true. Indeed, as can be seen from Eq. (14), the drive introduces novel resonance conditions with $l \neq 0$, i.e. when $4\Omega \simeq m\omega_d$. In turn, this allows
Fig. 5. Laguerre renormalization at $\epsilon_0 = 0$. Transmission at zero bias vs. the qubit-resonator coupling $g$. (a) Static case, $\epsilon_d = 0$. (b) Driven case with $\epsilon_d = 4 \Delta$. For both panels the other parameters are as in Fig. 3. Panel (a) displays, in the transition $\tilde{\Omega}^0_0$, the Laguerre pattern from $L_0$ whereas, in panel (b), the splitting of the resonance is given by higher order Laguerre polynomials stemming from the interplay of the resonator with the drive [34]. The frequencies $\tilde{\Omega}^m_n$ are given by Eq. (14) with the substitution $\Delta \rightarrow \Delta_T$.

the contribution of dressed tunneling elements of the type $\Delta_{n,j}^{n+m}$. By inspection of Eqs. (10) and (13)-(16), we see that, if $m = 1$ and $l = 2$, the dressing involves $J_1(\epsilon_d/\omega_d)\tilde{\alpha}L_2^2(\tilde{\alpha}) \exp(-\tilde{\alpha}/2)$, which, already for $j = 0$, yields a nonmonotonic behavior of the corresponding resonance with respect to $\tilde{\alpha} = (2g/\Omega)^2$. The combined effect of the different resonances in the presence of the driving at $\epsilon_0 = 0$ is the splitting of the main resonance in Fig. 5(b). This feature is not visible in the absence of driving, Fig. 5(a), because $l = 0$ and the resulting dressed tunneling element $\Delta_j^l$ in Eq. (8) yields a simple exponential suppression.

VI. CONCLUSIONS

We have theoretically investigated the transmission spectra of the driven, dissipative Rabi model in the USC regime. Recent experiments by Yoshihara et al. [13] have provided spectroscopic data of the (undriven) Rabi model in the deep USC regime, with the probe on the resonator. In the setup considered in this work, the probe couples to the qubit. Hence, the
relevant observed quantity is the population difference between the qubit’s supercurrent states. This in turn implies a different spectral response than so far reported in the literature [13, 14]. Nevertheless, also in our simulations the entangled nature of the UCS states is clearly revealed. As a future development, a similar analysis could be carried out considering the probe applied via the transmission line coupled to the resonator, which is already included in the experimental setup considered here.

When probing the qubit, the strong coupling to the quantized resonator leads to sidebands in the spectrum, reflecting multiple absorption or emission of resonator’s quanta. Furthermore, the doublet structure of the Rabi system is reflected in avoided crossings between subbands. In the absence of the drive, the lowest avoided crossing first increases and then decreases as a function of the coupling strength, in a characteristic way expected from displaced oscillator states. When the drive is present, additional photon sidebands appear which also display avoided crossings. An advantage of this setup is the possibility to tune the light-matter coupling in a continuous way. Indeed, the size and position of the avoided crossings depend on both the driving parameters as well as on the qubit-resonator coupling strength. Characteristic Bessel/Laguerre evolutions upon varying the driving/coupling strength witness the interplay between the classical drive and the resonator in the nonequilibrium steady-state response of the qubit.

In summary, we presented theoretical predictions for the spectroscopy of the driven, dissipative Rabi model. Our results provide new insight and tools to investigate the physics of USC systems. Furthermore, they can be used to optimize the design of future experiments and for the interpretation of spectroscopic spectra.
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Appendix A: Caldeira-Leggett Hamiltonian and spectral density function

The Caldeira-Leggett model [60, 61] describes an open system bi-linearly interacting via the operator $\hat{X}$ with a heat bath of harmonic oscillators

$$H_{CL} = \frac{\hat{p}^2}{2M} + V(\hat{X}) + \frac{1}{2} \sum_{j=1}^{N} \left( \frac{\hat{p}_j^2}{m_j} + m_j \omega_j^2 \left( \hat{x}_j - \frac{c_j}{m_j \omega_j^2} \hat{X} \right)^2 \right).$$

(A1)

The interaction term is $\hat{X} \sum_j c_j \hat{x}_j$ and the spectral density function $J(\omega)$ is defined as

$$J(\omega) = \frac{\pi}{2} \sum_{j=1}^{N} \frac{c_j^2}{m_j \omega_j} \delta(\omega - \omega_j).$$

(A2)

For a bosonic bath we have $\hat{x}_j = \sqrt{\hbar / 2m_j \omega_j} (a_j + a_j^\dagger)$. Introducing the dimensionless system position operator $\hat{Q} := \hat{X} / X_0$ we can write

$$H_{CL} = H_S + \sum_j \hbar \omega_j a_j^\dagger a_j - \hat{Q} \sum_j \hbar \lambda_j (a_j + a_j^\dagger) + A^2,$$

(A3)

where $A^2$ is proportional to the square of $\hat{X}$. If the open system is a qubit, this term is a constant since $\sigma_z^2 = 1$ while for a harmonic oscillator it constitutes a nonlinear term which ensures position-independent friction [21]. In Eq. (A3), we introduced the coupling with dimension of an angular frequency

$$\lambda_j = \frac{X_0}{\sqrt{2\hbar m_j \omega_j}} c_j.$$

In the context of the spin-boson model, it is also customary to define the modified spectral density function

$$G(\omega) := \sum_{j=1}^{N} \lambda_j^2 \delta(\omega - \omega_j) = \frac{X_0^2}{\pi \hbar} J(\omega).$$

(A4)

For an Ohmic bath, in the continuum limit, $J(\omega) = M \gamma \omega$, where the friction coefficient $\gamma$ coincides with the memoryless friction kernel in the corresponding generalized Langevin equation for the operator $\hat{X}$. 
• If the system coupled to the bath is a harmonic oscillator then 
\[ \hat{X} = X_0 (B^\dagger + B), \]
with 
\[ X_0 = \sqrt{\hbar/2 M \Omega}. \]
Setting \( G(\omega) = \kappa \omega, \) Eq. (A4) yields 
\[ \kappa = M \gamma X_0^2 / (\pi/\hbar), \]
and we can identify \( \gamma = 2 \pi \kappa \Omega. \)

• For a qubit coupled to the Ohmic bath the coupling coordinate is
\[ \hat{X} = (X_0/2) \sigma_z, \]
where \( X_0 \) is the interwell distance [21]. The spin-boson spectral density function is defined as 
\( G(\omega) = 2 \alpha \omega. \) From Eq. (A4) we have 
\[ \alpha = M \gamma X_0^2 / (2 \pi/\hbar). \]

Appendix B: The driven, dissipative Rabi model within NIBA

As shown in Sec. IV, the transmission is related to the response of the qubit to the probe field via the population difference \( P(t), \) i.e. the expectation value of \( \sigma_z, \) expressed in the localized (flux) states of the qubit. An exact formal expression for \( P(t) \) in the presence of external heat baths, the Ohmic bath and the dissipative resonator in our case, and of a classical time-dependent drive is found within the path integral representation of the qubit reduced dynamics [72, 73].

Within the non-interacting blip approximation (NIBA) [20, 70] of the exact path integral expression, the time evolution of the population difference can be given in terms of a generalized master equation (GME) which is nonperturbative in the qubit-baths coupling [21, 37, 74] and reads

\[ \dot{P}(t) = \int_{t_0}^{t} dt' \left[ K^-(t, t') - K^+(t, t') P(t') \right] . \] 

The NIBA has been applied in the presence of multiple baths, notably in the context of heat transport, see e.g. [75–77]. In the presence of the time dependent bias in Eq. (2), the kernels of the GME (B1), within NIBA, read [37]

\[ K^+(t, t') = h^+(t - t') \cos \left[ \zeta_{\text{full}}(t, t') \right], \]
\[ K^-(t, t') = h^-(t - t') \sin \left[ \zeta_{\text{full}}(t, t') \right], \] 

with the dynamical phase reading

\[ \zeta_{\text{full}}(t, t') = \int_{t'}^{t} dt'' \epsilon(t''), \]
\[ = \epsilon_0(t - t') + \frac{\epsilon_p}{\omega_p} \left[ \sin(\omega_p t) - \sin(\omega_p t') \right] + \frac{\epsilon_d}{\omega_d} \left[ \sin(\omega_d t) - \sin(\omega_d t') \right] . \] 

and where
\[h^+(t) = \Delta^2 e^{-Q(t)} \cos[Q'(t)],\]  
\[h^-(t) = \Delta^2 e^{-Q(t)} \sin[Q'(t)].\]  
\[(B4)\]

The baths correlation function \(Q(t)\) is the sum of the contributions from the different baths, \(Q(t) = \sum_{\nu} Q_{\nu}(t)\) [74]. In our model, \(Q(t) = Q_1(t) + Q_2(t)\), where the contribution from the Ohmic bath with exponential cutoff, acting directly on the qubit (\(\nu = 1\)) is, in the so-called scaling limit [21],
\[Q_1'(t) = 2\alpha_1 \ln \left[ \sqrt{1 + \omega_c^2 e^{2\sinh[\pi t/(\hbar \beta_1)]}} \right],\]  
\[Q_1''(t) = 2\alpha_1 \arctan(\omega_c t).\]  
\[(B5)\]

Applying Eq. (23) to the spectral density function \(G_2(\omega)\), Eq. (5), one obtains for the effective bath of the dissipative resonator (\(\nu = 2\)) [56, 57, 65]
\[Q_2'(t) = X t + L \left( e^{-\gamma t/2} \cos \bar{\Omega} t - 1 \right) - Z e^{-\gamma t/2} \sin \bar{\Omega} t + Q_{\text{Mats}}'(t),\]  
\[Q_2''(t) = \pi \alpha_2 e^{-\gamma t/2} \pi \alpha \left( \cos \bar{\Omega} t + N \sin \bar{\Omega} t \right),\]  
\[(B7)\]

with \(X = 2\pi \alpha_2 k_B T / \hbar\) and \(\bar{\Omega} = \sqrt{\Omega^2 - \gamma^2 / 4}\) and where
\[N = \frac{\gamma^2 / 2 - \Omega^2}{\gamma \bar{\Omega}},\]  
\[L = \pi \alpha_2 \left( \frac{N \sinh(\beta h \bar{\Omega}) + \sin(\beta h \gamma / 2)}{\cosh(\beta h \bar{\Omega}) - \cos(\beta h \gamma / 2)} \right),\]  
\[Z = \pi \alpha_2 \left( \frac{N \sin(\beta h \bar{\Omega}) - \sin(\beta h \gamma / 2)}{\cosh(\beta h \bar{\Omega}) - \cos(\beta h \gamma / 2)} \right).\]  
\[(B9)\]

The term \(Q_{\text{Mats}}'(t)\) is the following series over the Matsubara frequencies \(\nu_n := n 2\pi k_B T / \hbar\)
\[Q_{\text{Mats}}'(t) = 4\pi \alpha_2 \frac{\Omega^4}{\hbar^2} \sum_{n=1}^{\infty} \frac{1}{\left( \Omega^2 + \nu_n^2 \right)^2 - \gamma^2 \nu_n^2} \left[ 1 - e^{-\nu_n t} \right].\]  
\[(B10)\]

Appendix C: linear susceptibility in the presence of a high-frequency drive

Applying the kernels in Eq. (B2) over a drive period \(T_d = 2\pi / \omega_d\), we make the substitution \(K^\pm(t, t') \rightarrow K_d^\pm(t, t')\) in the GME, where
\[K_d^+(t, t') = h_d^+(t - t') \cos \left[ \zeta(t, t') \right],\]  
\[K_d^-(t, t') = h_d^-(t - t') \sin \left[ \zeta(t, t') \right],\]  
\[(C1)\]
with the dynamical phase \( \zeta(t, t') \) which is now independent of the drive, as it contains exclusively the static bias and the time-dependent probe

\[
\zeta(t, t') = \epsilon_0(t - t') + \frac{\epsilon_0}{\omega_p} \left[ \sin(\omega_p t) - \sin(\omega_p t') \right],
\]

(cf. Eq. (B3). The drive is taken into account effectively by the functions

\[
\begin{align*}
    h^+_d(t) &= \Delta^2 e^{-Q'(t)} \cos[Q''(t)] J_0 \left[ \frac{2\epsilon_d}{\omega_d} \sin \left( \frac{\omega_d t}{2} \right) \right], \\
    h^-_d(t) &= \Delta^2 e^{-Q'(t)} \sin[Q''(t)] J_0 \left[ \frac{2\epsilon_d}{\omega_d} \sin \left( \frac{\omega_d t}{2} \right) \right].
\end{align*}
\]

The Bessel function can be expanded in Fourier series as

\[
J_0 \left[ \frac{2\epsilon_d}{\omega_d} \sin \left( \frac{\omega_d t}{2} \right) \right] = \sum_n J^2_n(\epsilon_d/\omega_d) e^{-i\omega_d t}.
\]

Due to the effect of the monochromatic probe, we assume the asymptotic population \( P_{as}(t) \) to be periodic with the period of the probe. The latter is the solution of the GME for \( t_0 \to -\infty \), namely

\[
\begin{align*}
\dot{P}_{as}(t) &= \int_{-\infty}^{t} dt' \left[ K^-_d(t, t') - K^+_d(t, t') P_{as}(t') \right] \\
&= \int_{0}^{\infty} d\tau \left[ K^-_d(t, t - \tau) - K^+_d(t, t - \tau) P_{as}(t - \tau) \right].
\end{align*}
\]

The NIBA kernels are periodical in \( t \) with the periodicity of the probe, and can be expanded in Fourier series as

\[
K^\pm_d(t, t - \tau) = \sum_m k^\pm_m(\tau) e^{-i\omega_p t},
\]

where

\[
k^\pm_m(\tau) = \frac{\omega_p}{2\pi} \int_{-\pi/\omega_p}^{\pi/\omega_p} dt \ K^\pm_d(t, t - \tau) e^{im\omega_p t}.
\]

Defining \( c^+(x) = \cos(x) \) and \( c^-(x) = \sin(x) \), from Appendix D, we can write for \( m = 0, 1 \)

\[
\begin{align*}
k^+_0(\tau) &= h^+_d(\tau) c^+(\epsilon_0 \tau), \\
k^+_1(\tau) &= \frac{\epsilon_0}{\omega_p} e^{i\omega_p \tau/2} h^+_d(\tau) \sin(\omega_p \tau/2) c^+(\epsilon_0 \tau),
\end{align*}
\]
which are of order 0 and 1, respectively, in the ratio $\epsilon_p/\omega_p$.

Under the assumption that the memory time of the kernels is finite, $t_{\text{memory}} < \infty$, so that when the kernels are different from zero the asymptotic population difference is already at the steady state, $P(t) = P_{\text{as}}(t)$, we Fourier-expand $P_{\text{as}}(t)$ on the LHS and inside the integral in the GME (C5). The latter adopts the form
\[
\sum_m -im\omega_p p_m e^{-im\omega_p t} = \int_0^\infty d\tau \sum_m k_m^-(\tau) e^{-im\omega_p \tau} - \int_0^\infty d\tau \sum_{m,n} k_m^+(\tau) e^{-i(m+n)\omega_p \tau} p_n e^{in\omega_p \tau}.
\]
Defining
\[
\hat{k}_m^\pm(\lambda) = \int_0^\infty d\tau e^{-i\lambda \tau} k_m^\pm(\tau),
\]
Eq. (C9) reads
\[
\sum_m -im\omega_p p_m e^{-im\omega_p t} = \sum_m \hat{k}_m^-(0) e^{-im\omega_p t} - \sum_{m,n} \hat{k}_m^+(0) p_n e^{-i(m+n)\omega_p t} \tag{C10}
\]
Taking the component at frequency $\omega_p$
\[
-i\omega_p p_1 = \hat{k}_{+1}^-(0) - \sum_{m+n=1} \hat{k}_m^+(0) p_n \tag{C11}
\]
Since $\hat{k}_m(\lambda) \propto (\epsilon_p/\omega_p)^{|m|}$, see Eq. (C8), we have
\[
p_1(\omega_p) = \frac{1}{-i\omega_p + \hat{k}_0^+(0)} \left[ \hat{k}_{+1}^-(0) - \hat{k}_{+1}^+(0) p_0 \right] + \mathcal{O}[(\epsilon_p/\omega_p)^2]. \tag{C12}
\]
Taking the zero-frequency component of Eq. (C9)
\[
0 = \hat{k}_0^-(0) - \hat{k}_0^+(0) p_0 + \mathcal{O}(\epsilon_p/\omega_p).
\]
Thus, to the lowest order in the probe amplitude [37, 78]
\[
p_1(\omega_p) = \frac{1}{-i\omega_p + \hat{k}_0^+(0)} \left[ \hat{k}_{+1}^-(0) - \hat{k}_{+1}^+(0) \frac{\hat{k}_0^-(0)}{\hat{k}_0^+(0)} \right], \tag{C13}
\]
where, from Eqs. (C8) and (C9),
\[
\hat{k}_0^\pm(\lambda) = \int_0^\infty d\tau e^{-\lambda \tau} h_0^\pm(\tau) e^{\pm(\epsilon_0 \tau)}
\]
\[
\hat{k}_1^\pm(0) = \mp \frac{\epsilon_p}{\omega_p} \int_0^\infty d\tau e^{i\omega_p \tau / 2} h_0^\pm(\tau) \sin(\omega_p \tau / 2) e^{\pm(\epsilon_0 \tau)}.
\]
The corresponding expression for the linear susceptibility $\chi(\omega_p) = p_1(\omega_p)/\hbar \epsilon_p$ is given in Eq. (21). This expression is the one used throughout the present work.
Markovian limit

For completeness we also give the susceptibility in the Markovian limit, namely when the decay time of the kernels is much shorter than the relevant time scales of variation of $P(t)$. In this case

$$\dot{P}_{as}(t) = \int_0^\infty d\tau K^-_d(t,-\tau) - \int_0^\infty d\tau K^+_d(t,t-\tau)P_{as}(t).$$

(C15)

By expanding the kernels in Fourier series we obtain the equation

$$\sum_m -im\omega_p p_m e^{-im\omega_p t} = \sum_m \hat{k}^-_m(0)e^{-i(m+n)\omega_p t} - \sum_{m,n} \hat{k}^+_m(0)p_n e^{-i(m+n)\omega_p t}.$$  

(C16)

whose component at frequency $\omega_p$ is now

$$-i\omega_p p_1 = \hat{k}^-_{-1}(0) - \sum_{m+n=1} \hat{k}^+_m(0)p_n e^{-i(m+n)\omega_p t}$$

$$\simeq \hat{k}^-_{-1}(0) - \hat{k}^+_0(0)p_0 - \hat{k}^+_0(0)p_1 - \hat{k}^+_{-2}(0)p_{-1}.$$  

(C17)

As a result, in the Markovian limit and to the lowest order in $\epsilon_p/\omega_p$, we have

$$p_1(\omega_p) = \frac{1}{-i\omega_p + \hat{k}^+_0(0)} \left[ \hat{k}^-_{-1}(0) - \hat{k}^+_0(0) \frac{\hat{k}^-_0(0)}{\hat{k}^+_0(0)} \right].$$

(C18)

Appendix D: Calculation of $k^\pm_m(\tau)$

Using the notation $c^+(x) := \cos(x)$ and $c^-(x) := \sin(x)$, we express the dynamical phase in Eq. (C2) as

$$\zeta(t,t-\tau) = \epsilon_0 \tau + \frac{\epsilon_p}{\omega_p} \{ \sin(\omega_p t) - \sin[\omega_p(t-\tau)] \}$$

$$= \epsilon_0 \tau + 2\frac{\epsilon_p}{\omega_p} \cos(\omega_p t - \phi_\tau) \sin(\phi_\tau)$$

$$= \epsilon_0 \tau + E(t,\tau),$$

(D1)

where $\phi_\tau := \omega_p \tau / 2$. As a result

$$c^\pm[\zeta(t,t-\tau)] = c^\pm(\epsilon_0 \tau)c^\pm[E(t,\tau)] \mp c^\mp(\epsilon_0 \tau)c^- [E(t,\tau)]$$

(D2)
From Eq. (C1)

\[ k_m^\pm(\tau) = \frac{\omega_p}{2\pi} \int_{-\pi/\omega_p}^{\pi/\omega_p} dt \ K_m^\pm(t, t - \tau) e^{im\omega_p t} \]

\[ = h_d(\tau) \frac{\omega_p}{2\pi} \int_{-\pi/\omega_p}^{\pi/\omega_p} dt \ c^\pm[\zeta(t, t - \tau)] e^{im\omega_p t} \]

\[ = h_d(\tau) \left[ c^\pm(\epsilon_0 \tau) F_m^+(\tau) \mp c^\mp(\epsilon_0 \tau) F_m^-(\tau) \right] , \]

where

\[ F_m^\pm(\tau) = \frac{\omega_p}{2\pi} \int_{-\pi/\omega_p}^{\pi/\omega_p} dt \ e^{im\omega_p t} c^\pm[E(t, \tau)] \]

\[ = e^{im\phi_\tau} \int_{-\pi - \phi_\tau}^{\pi - \phi_\tau} dx \ c^\pm \left[ \frac{2\epsilon_p}{\omega_p} \cos(x) \sin(\phi_\tau) \right] e^{imx} \]  

\[ = e^{im\phi_\tau} \int_{-\pi}^{\pi} dx \ c^\pm \left[ z \cos(x) \right] e^{imx} , \]

with \( x := \omega_p t - \phi_\tau \) and \( z := 2\epsilon_p \sin(\phi_\tau)/\omega_p \). In the last line we have shifted the integration domain (of length one period) exploiting the periodicity of the integrand. Since only the even part of the integrand contributes to the integral in Eq. (D4), we can write the latter as [71]

\[ F_m^\pm(\tau) = \frac{e^{im\phi_\tau}}{\pi} \int_{0}^{\pi} dx \ c^\pm \left[ z \cos(x) \right] i^{(1+1)/2} c^\pm(mx) \]

\[ = \frac{e^{im\phi_\tau}}{2\pi} \int_{0}^{\pi} dx \ \left[ e^{iz\cos(x)} \pm e^{-iz\cos(x)} \right] c^\pm(mx) \]

\[ = e^{im\phi_\tau} i^{m-(1+1)/2} J_m(z) \pm J_m(-z) \]

where \( J_m \) is the Bessel function of order \( m \) which has the parity \( J_m(-z) = (-1)^m J_m(z) \). As a result

\[ F_m^+(\tau) = \begin{cases} 
    i^m e^{im\omega_p \tau/2} J_m \left[ \frac{2\epsilon_p}{\omega_p} \sin \left( \frac{\omega_p \tau}{2} \right) \right] , & m \text{ even} \\
    0 , & m \text{ odd} 
\end{cases} \]  

and

\[ F_m^-(\tau) = \begin{cases} 
    0 , & m \text{ even} \\
    i^{m-1} e^{im\omega_p \tau/2} J_m \left[ \frac{2\epsilon_p}{\omega_p} \sin \left( \frac{\omega_p \tau}{2} \right) \right] , & m \text{ odd} 
\end{cases} \]
To lowest order in \( z \) we have \( J_m(z) \simeq (z/2)^m \). Then, substituting the above expressions for \( F_m^\pm(\tau) \) into Eq. (D3), we obtain

\[
h_m^\pm(\tau) \simeq h_d^\pm(\tau) \begin{cases} 
  i^m e^{im \omega_p \tau/2} \left[ \frac{\omega_p}{\omega_p^*} \sin \left( \frac{\omega_p \tau}{2} \right) \right]^m e^{\mp (\epsilon_0 \tau)}, \quad m \text{ even} \\
  i^{m-1} e^{im \omega_p \tau/2} \left[ \frac{\omega_p}{\omega_p^*} \sin \left( \frac{\omega_p \tau}{2} \right) \right]^m e^{\mp (\epsilon_0 \tau)}, \quad m \text{ odd}
\end{cases}
\]

(D8)

to lowest order in \( \epsilon_p/\omega_p \).
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